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Note: Answer any Five full questions,
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Linear Algebra
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l. @ Given, b BT
1.2 2.4 1\ | o
2 4 3 _6.1
A=13 6 -3 _¢ 1
4 8 -4 -8 1] -
5 10 -12 -24 8 !

S ®

2. (@) |

- (D)
. '_;,'55

3. (a)

Find the following : -

D The row reduced eéhefon from of A.

i)  The row ronk and nullity of A,

iii)  Find the generol solution of the sys‘rem Az = O

V) Find a basls for the row spOce of A. : (15 Marks)
If Wy and W, are subspaces of a vector space \ over a field F show that W, 4 W,
+ Is also a subspace of V. o -6 Mcuks)
Find the LU decomposition with I;; =1 for the matrix

_ 2 1 1 -1

1 4 5 4 -1
A= -4 1 4 4
6 -3 3 1

. (10 Marks)

Show that the’polynomials of degree at'most 3 with real coefficlents is a vector .
space over the fleld of real numbers (10 Marks)

letT: Q2% o C2 bedeﬂnedasT( ) = (3‘”1"'4“’2)
Z2 ) Ty — 2y

== () (s el ()0 (2))

-

- where i = y/=T. Answer the following :

D IsTa linear operator on C'27?
) Find [T B, 9nd [T]p,

i) Whatis the relation between (T] Bl’ and [T] B," (12 Marks)
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®) LetT: V= W-be alinear ircnsforrﬁoﬁon_qnd B = {vj,vy,...,v;,} ba a baosis fo,

D ¥ Tis one-one show that T'v;, | T'%y,...T'v;, Is a$imearly independent set in W.

i) If Tis onfo show that T'vy, T'vy, ..., T'vy, spans W. (3 Marks)
A (a) Let : . -
(1,33 o
A:( 3 "1 ?\;
oA=3 -31-5)

Answer the following questions : |

) Find the characteristic and mlhlmol polynomiols of A.
7 t l ) ) ,
)k‘) 0 A diagonalizable?

S S ' ,
Iy Find projections By and By such Iy + 15, = I, ME; + M\l = A,
EyEy = 0343 = [, I5;, where A\; and A, are the elgen values of A.(15 Marks)

(b) LetV be an n-dimenslonal vector space overC,letT': V — V be alinear opemror,
Prove that if T is both diagonalizable ond nilpotent, then T' = Z, the zero operator,
: (6 Marks)

5. (o) Let T :C3? L C3 be defined as

-~

Ty 4 ~ 229 + 225
T‘ ‘!322 =T a5 | -+ 3:52 + T3
\‘.:33

Ty —xg - 5563

| /o 1 NN
IfW1={m=(a);aeclw‘,%:{y:( ’%)35,7&0}7
o 0 D At

Ed

N

show that W; and W, give a T-lnvoﬂdnt direct sum decomposition of C'3,

: v (10 Marks)
(6) Given that : I
0 0. 0 1\
_ 1 -1 -1 1
A= ~1 1 1 0

0 -0 0 0}

s

Is a niipotent matrix, determine a mairix P such that P=1 AP Isin Jordan cancnic

form. (10 Marks)

. 6. (@ Glven the linear operator T : C4 -4 G4 defined as

1 221)1 4 6332 -+ 25134
, Tl T2 | = | 221 +6my — 225 4 224
’ ' T3 -—2931 -+ 2132 + 45!33
- . \ Ty 6z — 62y — 6z 4 8y

If the characteristic polynom'lol Is glven by ¢(A) = (X - 8)2(A - 2)% and that the
eigen spaces of A} =8 and \y =2 respectively are. 4

t oo

Wl= X =

jaeC ,WT2= y = iBeC

CORR
oRoO™

L
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7. (@

(b)

8. (o)

3 05EC046
Find : |
)] The Jordan from of T,
lly  An ordered basls B for C** such that [T] 5 is In Jordcxn form.,

i ad

) A matrix P such that P=1[T] pPisin Jordan ccnonlccl form. (15 Marks)
If Ais a 7 x 7 nilpotent matrix with minimal polynomlal A%, what are the possibilities
for the Jordan ‘canonical form? (5 Marks)
Given
1 3 5 3
{110 {5
A=l 1 2]s0=]7
1 3 3 -3
determine

D a QR factorizaton of A and hence
. f .
) the lecs’r—squares solution of Az = . E (12 Marks)

Let A be o real m x n matrix. Show that the Nuil spaces of Aand AT A are equa,
where AT denotes the Tronspose of the matrix (8 Marks)

Find the maximum value of d finction Q(:cl, zy) = 5:c§ + 522 - 2z x4, subject to

~ the constraint w% + :cg = 1. Determine g vector <T’ ) for which the maximum is
T2

(b)

attained, | o (6 Marks)

Find a singular value decémposi’rion of

3 2
A=12 3
\2 -2

LA B 2

(14 Marks)
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~ Linear Algebra |

Time: 3 hrs. . Max. Marks:100
Note: Answer any FIVE full questions
1 a. Solve the following system of equations: )
x+2y-3z=1
2x+5y-8z=4
3x+8y—13z="7 by Gauss elimination method. (06 Marks)
b. Reduce the following matrix:
o2 -3 1 27 ,
{2 4 —4 6 10| to Row reduced Echelon form. (06 Marks)
3 6 -6 9 13 |
2 1 1 -1
: C 5 . 4 5 4 -1
¢. Find the LU factorization with lii =1 for the matrix A= 4 1 4 4 } (08 Marks)
_ L6 -3 3 1]

2 a. Express M as a linear combination of the matrices A, B, C where

.M_'4 N L I L ot 1
‘ 7 9 ’ - 1 1 > 3 4 >v“‘ 4 5 o (OGMHFkS)

b. Prove that the set W= {(x,y,z)/ x -3y +4z=0} of the vector space v, (R)is a subspace of
V3(R) . v (07 Marks)
c. Prove that the inverse of two subspaces of a vector space V is a subspace of V. Is it true in

the case of union of two subspaces? Justify your answer. S (07 Marks)

3 a Ifo, P,y are linearly independent in V(F), prove that the vectors a+p, o-B, o-2f+y are also

linearly independent. (06 Marks)
b. Prove that any two bases of a finite dimensional vector space V have the same number of
elements. (06 Marks)

c¢. Let T:U—>V be a linear map. Then prove that
i)  R(T)is asubspace of V. :
ii) N(T) is a subspace of U. ,
iif) Tis 1~ 1 iff the null space (N(T)) is a zero subspace. (08 Marks)

4 a Prove that T:U—V of a vector space U to a vector space V over the same field F is a linear
transformation if and only if V o, p €U and Cl , C 5 el
T(C,a+C,B)= CIT(OL)+C2T(B) (06 Marks)
b. Find the eigen space of the linear transformation
T:R*— R’ defined by

T(, ¥, Z) = 2x+y, y-z, 2y+42) (07 Marks)
c. Find the linear transformation relative to the bases, :

Lo 1 2
B, = {(1,1),(—1,1)},' Bzi—‘ {(1,1’,1),(1,—1,1)(0,0,1)} given the matrix A_. = 01 :1J’ . . (07 Marks)
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Verify Rank-nullity theorem for the lincar transformation 'T DR R defined L
T(x,y,2)=(x+y,x~y2x+2). . - (06 Marks)
Let T be a linear transformation from a vector space U to a vector space V then T is non
singular iff Tis 1 — 1. ’ : (07 Marks)
T:R*-> R?is given by T(x,y)=(4x-2y,2x + y). Verily whether-T is non singular. Also
find its inverse. '

(7 Marks)
Y :

: L 2 =51 . ,
Find all invariant subspaces of A :[ Lo | viewed as an operator on R, (06 Marks)
[ _::l

Determine all possible Jordan canonical forms J for a linear operator 11V >V whose
characteristic polynomial AT =(t-2)" and whose minimal polynomial m(t) = (1-2)?,

(07 Maria

4 0 [ 2
Find a least squares solution of the inconsistent system AX =Dbfor A={0 2|, b=|0

o

(07 Marks)

Define an inner product space. Give one example. If V is an inncr product space, then prove

that for any vectors o, BinV e+ Bl <Jorf+ Bl (06 Marks)
Apply the Gram-Schmidt orthogonalizatjon process to find an orthogonal basis and then an
orthonormal basis for the subspace of U of R spanned by v, =(L, 1, 1, D), v, =(1,2,4,95),

V3= (1,-3,-4,-2). (07 Marks)

1.0 0
) . . 1 10 '
Find aQR factorization of A = —— (07 Marks)
I 11

Find the maximum and minimum value of Q(x) :9:(]2 -+ 4x§ +3x32 subject to the constraint

x'x=1. (06 Marks)

Make a change of variable x =py that transforms the quadratic form x]2 ~8xlx2 ~5x%% into

a quadratic form with no cross product term. (07 Marks)
Find a singular value decomposition of A={ -2 2 | (07 Marks)
2 =2
Tk ok ok ok ok
«* '

20f2



50, will be treated as malpractice.

emaining blank pages.

g, 42+8

_'ranswers, compulsorily draw diagonal cross lines
\ ntification, appeal to evaluator and/or equations V

1. On compiletir

2. Any revealit!

important Note:

~ ’ 1t ¥ 3y S
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M.Tech. Degree Examination, Dec.09/J an.l()
- Linear Algebra

Time: 3 hrs . Max. Marks:100
Note: Answer any FIVE full questions.
11 1]
1 a. Find the inverse of the matrix A=|0 2 3. (06 Marks)
55 1]

b. Using L-U decomposition method scive the system of equations
6Xy— 2% —4x3 +4x4 =2 :
3% —3x3—6x3 tx4=-4
-12x; + 8% +21x3 —8x4 =18

-6x; — 10x3 + 7x4 =43 (08 Marks) .
c. Solve for the system of lmear equations
2% +x3=0
2X2 - 8X3 8
-4x; + 5%3 + 9%3 = -9, L - (06 Marks)

| " AT o [41
2 a. Find the matrix ‘P’ which diagonalizes the matrix A = [2 3} . Verify PTAP = D where ‘D

isa dlagonal matrix, hence find AS. (10 Marks)
4 11 14]

. 10 Marks
§ 7 -2 (10 Marks)

b. Find the singular value decomposmon of A= [

3 a. IfV is an inner product space, then prove that for any véctor o, BinV and any scalar C.
D) oo =lel ]
i) |of >0fora=0
i) {(/B) <] [Pl
iv) oo+ B <] + B - , (06 Marks)
b. Prove that every finite dimensional inner product space has an orthonormal basis. ‘(04 Marks)
c. If Vis an inner product space and B, Ba.... Pn be any independent vector in V, then prove

that it is possible to construct orthogonal vectors o, Op.... oy in V such that for each
k=1,2,...nthe set (xj....... o) is a basis for the subspace spanned by B1.....pk. (10 Marks)

4 a. Constructa spectral decomposition of the matrix A that has ortho gonal diagonalization.

T e

b. Convert the quadratic form Q(x) = X, —8%, X, — SX2 into quadratlc form with no cross

product terms. : (08 Marks)
c. Find the maximum. and minimum values of Q(x) = 9x? +4x3 + 3x} subject to the constraint
XTX =1, (06 Marks)
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oss lines cn the remaining blank pages.

1. On completing your answers, compulsorily draw diagonal cr

Important Note:

50, will be treated as malpractice.

ticns written eg, 42+8

2. Any revealing of identification, appeal to evaluator and/or equa

Let V be a n-dimensional vector space over the field F and W=#n m-dimensional vector
space over F. Let B and B’ be ordered bases for V and W. For each lincar transformation

T:V —> W show that there is a m x n matrix A such that [T, ], - Alecly. (06 Dlarks)
Find the co-ordinates of (2, 3, 4, -1) rciative to the ordered bisis
B={(1,1,0,0),(0,1,1,0),(0,0, 1, 1), {1. %, £, ) for . (66 Marks)
If U and W are two sub — spaces of a fini’: dimensional vecior space ¥, then

dim (U + W) =dim U + dim W — dim {1V (08 Marks)
Define T:V3 — V; by'the rule T (xy, ¥, %3} = (i1, -2, %1+ %3). Show that this is a lincar
map. 06 Mavks)

-1z

Given a matrix A=L J Determine the linear transformation 1:V3(R) =V, (R)

1 0
relative to the basis By and B, given by
) Bi={Q11)023)(100)}
B,={1 H(A-1)}.
ii) Bj and B; are standard basis of V3(R) and V,(R) respectively. (10 Mar! -
Let T, and T be linear operations on R* to R defined as follows:
Ty (X1, X2) = (X2, X1) 5 Ta (X1, X2) = (x1, 0}, show that Ty and ', are not commutative.
‘ (04 Marks)

If Tis a linear transformation fromx V into W where V and W atc vector spaces over the field
F, and V is finite dimensional, then prove that

rank (T) + nullity (T) =dim V. (08 Marks)
Let T be an invertible linear transformation on vector space V(F). Then show that
T'T=TT'=1 ‘ (96 Marks)
Let ‘f” be a linear functional on a vector space V(F), then prove the following:

i) - f(0)=0 where ‘0’ on LHS is zero vector of V and ‘0’ on RES is zero element of T

i) fra)y=-fla) Vo eV. '

(06 Marks)
1 35 3
" . 10 5
Find the least square solution of AX =B for A = | 2 B= 1 | (04 Marks)
1 3 3 -3

Let W be a finite dimensional subspace of an inner product space V and let' E be the
orthogonal projection of V on W. Then prove that E is an idempotent lingar transformation.

of V onto W, W is the null space of Eand V = Wowt, (06 Marks)
.. Let V be a n-dimensional vector space and let W be m-dimensional vector space over F.
Show that the space 1(V, W) of linear transformation has the dimension mn. (10 Marks)

‘ * % % ok %k
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Linear Algebra
Time: 3 hrs. N Max. Marks:100
Note: Answer any FIVE full questions.
1 a. Solve the system of equations ‘ v . "i‘fv.j;,. ;
y—-4z=238, C2x-3y+4z=1, 5x-8y+7z=1 (06 Marks) &
b. Find the LU — factorization of the matrix
M ~ 17
A=|2 3 3| (07 Marks)
-3 -10 2 e
¢. Letv be a vector space over the field F. If S is any subset of v, then show that §° = [L(s)]°.
07 Marks)
2 a. Find the inverse of the matrix s
1 2 -4 :
={-1 -1 5 (06 Marks) 3%
2 7 -3 | "
. . i 11
b. Diagonalise the matrix B = Lol (07 Marks)
c. Determine the scalar K such that (KA)"(KA)=1,
2 ,
where A= 1 | .Is the value unique? (07 Marks)
-1
3 a LetUand V be vector spaces over the field F. Let {vi, vz, ...... vn} be a basis of V and let
2 up, Ug,.....Uy be any vectors. Then prove that there exists a unique linear mapping T : V-o>U

Let T:R® — R® be the linear transformation defined by T(x,y,z) = (X + 2y-2, y*z, x+y—22).
Find a basis and dimension of i) the image of T  ii) the kernel of T. (07 Marks) _

Let T be @ knear operator on R? defined by T(x,y,z) = 2x, 4x —y, 2x + 3y - 2)
i) Show that T is invertible

ii)  Find the formulae for T™ and T | (07 Marks) .
1 of2 .
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\
Given a symmetric matrix A=| 0 -2 0 |. Diagonalise this. (10 sk
-2 0 3
. -
1 -1 -1
. L : 0
Find the QR factorization of the matrix A = | (10 Marks)
A Y
0 1 -t

Let V(F) be a finite dimensional vector space and Uy and U, be the two subspaces of V(I).
If V(F) is the direct sum of U, and U, then prove that Dim YV = dim Uy -+ dim 1, (10 Marks)

[21001 |

0 2 0 0f
LetA= .

0 0 2 0

0 0 0 5

Find the characteristic polynomial and minimal polynomial of this. (10 Marks)
N
Find the maximum and minimum values of Q(x) = x> + 4x,? + 3%y

, subjected to the
constraint X' X = 1.

{10 Marks)
Determine all the possible Jordan’s caiponical forms of a wntrix of order 6 whose minimal

polynomial is m(X) = (A - 2)*. (10 Marks)

1 -1
Find the singular value decomposition of matrix A= |-2 2 |. (19 Marks)
A
What are he generalized eigen vectors? I'ind the eigen vectors and the Jordan form of
10 1 2 '
A=10 0 1 (10 Marks)
0 00

o -‘\

N I B

Determine the invariant subspaces of A = 5 o viewed as linear operator on
J =4

: 2 oy 2 B

1) IR i1) C. - (10 Marks)

By using the orthogonal projection dctermine the least square solution to this system of
equations Ax = b where

1 -6 -1
14 —2 2
A= «| and b= . (10 Marks)
1 1 1 _
1 7 6

I EEEE
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